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The Autonomous Ocean Sampling Network-II (AOSN-II) and Adaptive Sampling And Prediction (ASAP) projects aim to develop a sustainable, portable, adaptive ocean observing and prediction system for use in coastal environments. These projects employ, among other observation platforms, autonomous underwater vehicles that carry sensors to measure physical and biological signals in the ocean. The measurements from all sensing platforms are assimilated in real-time into advanced ocean models. The objective is to coordinate the mobile assets in order to collect data of highest possible utility. Critical to this effort are reliable, efficient and adaptive control strategies to enable the mobile sensor platforms to collect data autonomously. In this paper, we summarize feedback control strategies that enable us to gather useful information over a wide spectrum of spatial and temporal scales. First, we design formation control strategies useful for sampling small spatial scale processes (less than 5 km). In this framework, the feedback control laws maintain a desired formation of vehicles and allow the group to locate interesting features in the ocean. Some of these control strategies were implemented on a group of underwater gliders in Monterey Bay in August 2003, as part of the AOSN-II project. Second, we direct mobile sensor networks to provide synoptic coverage to investigate larger scales (5–100 km). Coordinated vehicle trajectories are designed according to the spatial and temporal variability in the field in order to keep sensor measurements appropriately distributed in space and time.
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1 Introduction

The development and recent success of advanced coastal ocean models [1, 2, 3] open the door to many industrial and military applications. For example, the models can estimate and predict the motion of oil spills, determine fuel-efficient routes in the ocean and increase predictive skill of regional ocean properties. However, these models rely strongly on the availability of measured data to adjust their estimates. To function properly and resolve the vast number of processes occurring on a wide range of temporal and spatial scales, they require measurements containing sufficient information. Due to limitations in numbers of sampling devices, the optimization of the sensor locations for fixed sensors [4] or the vehicle trajectories for mobile sensors becomes critical.

The emergence of relatively inexpensive autonomous underwater vehicles (AUVs) has provided a tremendous boost to ocean sampling efforts. It has also introduced a need for developing methods of designing sampling trajectories for large numbers of AUVs operating simultaneously. Groups of AUVs operating cooperatively have the potential to exchange information in order to more efficiently locate interesting features in the domain and to achieve synoptic domain coverage.

In this paper we discuss the development of feedback control strategies that enable the gathering of useful information from the ocean over a wide range of spatial and temporal scales. This work is motivated by the Autonomous Ocean Sampling Network-II (AOSN-II) [5] and the Adaptive Sampling And Prediction (ASAP) projects, which are multi-institution efforts towards developing a sustainable, portable, adaptive ocean observing and prediction system for use in coastal environments. These projects provide an avenue for collecting data using a number of sampling resources including ships, satellites and AUVs, designing efficient methods of sampling the ocean, and enhancing and validating ocean predictive systems.

For sampling processes at relatively small spatial scales, we introduce a framework using Virtual Bodies and Artificial Potentials (VBAP) in Section 2. The VBAP framework encodes simple coordination rules of motion for each vehicle so that they respond only to other vehicles within a neighborhood of a certain size, similar to rules encoded in models developed by biologists to describe motion in fish schools and other animal groups [6, 7]. The VBAP framework is used to maintain a desired formation of a group of AUVs. The group can collectively respond to measurements in order to locate interesting features in the ocean. In Section 3, we present some results from applying the VBAP framework to a group of underwater gliders in Monterey Bay during the AOSN-II experiment.

An important requirement for many ocean sampling exercises relates to maintaining a synoptic coverage of the domain for the duration of the exercise. This means that the sampling resources should be appropriately distributed throughout the domain so that the most important spatial and temporal scales are captured in the data gathered. In Section 4, we discuss recent developments toward designing mobile sensor networks that optimize sampling performance defined in terms of uncertainty in an estimate of the sampled field. We determine near-optimal, coordinated trajectories of mobile sensors over a parameterized family of closed curves, each with multiple sensors moving at constant speed. Implementation of this methodology is scheduled as part of the ASAP field experiment in Monterey Bay, in August 2006.
2 Formation Control Using Virtual Bodies and Artificial Potentials

In this section, we summarize a methodology for maintaining a formation of a group of AUVs, which can be used for adaptive sampling of small scale oceanographic features. A cooperative group of AUVs can perform adaptive sampling tasks, such as 2 or 3-dimensional gradient estimation and tracking, more efficiently than a group of independently operating AUVs or a single large vehicle with multiple sensors. We introduce cooperation among vehicles using the framework of virtual body and artificial potentials (VBAP). The general theory of VBAP-based cooperative, adaptable formation control and adaptive gradient climbing was introduced in [8, 9, 10]. Implementation of the VBAP-framework on a fleet of underwater vehicles was addressed in [11].

2.1 VBAP Framework

We model each vehicle in the group as a point mass with fully actuated dynamics. Let the position of the $i$th vehicle in a group of $N$ vehicles (with respect to the inertial frame) be given by a vector $x_i \in \mathbb{R}^3$, $i = 1, \ldots, N$ as shown in Figure 1. The control force on the $i$th vehicle is given by $u_i \in \mathbb{R}^3$. The dynamics are $\ddot{x}_i = u_i$.

To control the formation, we introduce a web of $M$ reference points called virtual leaders. The position of the $l$th virtual leader with respect to the inertial frame is referred to as $b_l \in \mathbb{R}^3$, for $l = 1, \ldots, M$ and we assume that the virtual leaders are linked (i.e., they form a virtual body). The position vector from the origin of the inertial frame to the center of mass of the virtual body is denoted by $r \in \mathbb{R}^3$, as shown in Figure 1.

Let $x_{ij} = x_i - x_j \in \mathbb{R}^3$ and $h_{il} = x_i - b_l \in \mathbb{R}^3$. Between every pair of vehicles $i$ and $j$ we define an artificial potential $V_I(x_{ij})$. This interaction potential depends on the distance between the $i$th and $j$th vehicles. Similarly, between every vehicle $i$ and every virtual leader $l$ we define an artificial potential $V_h(h_{il})$, called the homing potential, which depends on the distance between the $i$th vehicle and the $l$th virtual leader.

The control law is defined as the negative of the gradient of the sum of these potentials plus a linear damping term [10]. The potential $V_I$ yields a force that is repelling when a pair of vehicles is too close ($\|x_{ij}\| < d_0$), attracting when the vehicles are too far ($\|x_{ij}\| > d_0$) and zero when the vehicles are very far apart ($\|x_{ij}\| \geq d_1 > d_0$) or when they are correctly spaced ($\|x_{ij}\| = d_0$), where $d_0$ and $d_1$ are adaptable design parameters. The potential $V_h$ follows the same rules but we substitute $h_0$ and $h_1$ for, respectively, $d_0$ and $d_1$, as these design parameters can be different in each function (see Figure 2).

2.2 Formation Motion

The motion of the formation is controlled by prescribing the dynamics of the virtual body. The potential $V_h$ forces the vehicles to follow the motion of the virtual body and the potential $V_I$ maintains the vehicles in formation.

One of the strengths of the VBAP methodology is the decoupling of the formation control problem into formation maintenance and maneuver management problems [9]. This permits the design and analysis of complex network behaviors. The decoupling is achieved by parameterizing the virtual body motion by a scalar variable $s$, which describes the distance travelled by the virtual body. Using this parametrization we can describe the motion of the virtual body by a rotation matrix $R(s)$ representing the orientation of the
virtual body and a vector \( r(s) \) the position of the center of mass of the virtual body, i.e., by \( (R(s), r(s)) \in SE(3) \). The design problem is therefore reduced to the selection of the dynamics \( \frac{dr}{dt} = \left( \frac{dr}{ds} \right) \left( \frac{ds}{dt} \right) \) and \( \frac{dR}{dt} = \left( \frac{dR}{ds} \right) \left( \frac{ds}{dt} \right) \) in order to accomplish the group mission.

The virtual body speed along its path, \( \frac{ds}{dt} \), is chosen as a feedback of the formation error to guarantee stability and convergence of the formation. The virtual body slows down if the formation error (defined as the sum of all the interaction and homing potentials) grows too large and maintains a desired nominal speed when the formation error is small enough.

The remaining degrees of freedom in selecting the heading of the virtual body, i.e., \( \frac{dr}{ds}, \frac{dR}{ds} \), are assigned to satisfy the mission objectives of the group. One possible objective for the formation is to follow the gradient of a particular field (e.g., temperature, salinity). Such a formation can locate absolute maxima of the field or alternate gradient climbing and descent to sample fronts (lines of high variability). In order to achieve gradient climbing, a least-squares estimation of the gradient is computed using noisy measurements from the vehicle array. The quality of the gradient estimate is enhanced by the use of a Kalman filter that also takes the time history of the measurements into account. The size of the formation can then be adjusted based on the variance of measurement noise to achieve the best possible formation for estimating the gradient using a given number of vehicles. The virtual body moves along the estimated gradient direction so that the formation proceeds towards the maximum of the scalar field. Details regarding gradient estimation and convergence properties of the group to the field extrema can be found in [10].

3 Formation Control of Underwater Glider Network During AOSN-II

The VBAP framework presented in the previous section assumes that all the vehicles are fully actuated and that there is continuous communication between all the vehicles. The framework was adapted in [11] to accommodate operational details specific to the underwater gliders used during the AOSN-II experiment. For example the modified control laws take into account constant speed constraints, external currents and intermittent glider communication. In this section we discuss the capabilities of underwater gliders and the results from the AOSN-II demonstration of coordinated control.
3.1 Underwater Gliders

Underwater gliders are energy efficient AUVs designed for continuous long-term deployment. Typical underwater gliders developed and employed for scientific research include the Slocum [12], the Spray [13] and the Seaglider [14]. The energy efficiency of the gliders is due in part to the use of a buoyancy engine as opposed to a standard propeller for propulsion. The gliders change their net buoyancy to induce motion in the vertical direction. In addition, they have fixed wings that provide lift and they redistribute their mass to control their attitude. The nominal motion of the glider is a combination of steady upward and downward glides at constant speed. These steady glides are inherently stable [15] and thus the nominal motion requires minimal active control. The glider heading is controlled using a rudder or by active roll control using internal mass redistribution. The Slocum gliders that implemented the VBAP framework during the AOSN-II experiment moved at a horizontal speed of about 40 cm/s and a vertical speed of about 20 cm/s relative to water. They established communication with a central command station when they surfaced, roughly every couple of hours. More details regarding glider operation during AOSN-II can be found in [16].

3.2 AOSN-II Coordinated Control Demonstration

We summarize one of the multi-asset demonstrations conducted during the AOSN-II experiment in this subsection. A more exhaustive exposition of these demonstrations can be found in [16].

On August 16, 2003, a formation of three Slocum gliders was operated in a region simultaneously sampled by a ship dragging a towfish sensor array and a propeller driven AUV operated by MBARI, the Dorado. The objective was to use the towfish and Dorado measurements to provide an independent data set by which to corroborate the glider formation’s sampling abilities.

In this mission the virtual body consisted of a single virtual leader, i.e., a single, moving reference point with a prescribed path. The prescribed piecewise-linear path is indicated by a dash-dotted line in Figure 3. The orientation of the triangle formed by the three vehicles was controlled such that one of the triangle edges was normal to the virtual body path. The desired inter-vehicle distance was initially set to 6 km and later reduced to 3 km (see Figure 4).

Figure 3 also shows the instantaneous glider formations during the demonstration. Starting from their initial distribution, the gliders expand to the desired spacing and orientation while the group centroid attempts to track the desired reference trajectory. Figure 4 shows the average vehicle distance over time in comparison to the commanded vehicle spacing. Formation control was achieved with decent accuracy despite periods of strong currents (at times greater than 30 cm/s) and numerous operational constraints during the demonstration.

4 Synoptic Area Coverage

In this section we summarize efforts in [17, 18, 19] toward developing multi-vehicle sampling control methods that provide synoptic domain coverage. We optimize the array of vehicles to maximize the mapping skill. Mapping skill is quantified using a sampling met-
Figure 3. Triangle formation snapshots at various UTC times on August 16, 2003. Dotted line: path of formation centroid; Piecewise linear dash-dotted line: desired virtual leader path.

Figure 4. The actual average of vehicle distances during the demonstration and the desired vehicle spacing as a function of time from the August 16, 2003 demonstration.

Objective Analysis [20, 21], a linear data assimilation scheme. In this framework, the scalar field (e.g., temperature or salinity) observed at each point \( r \) at each time \( t \) is viewed as a random variable \( T(r, t) \) i.e., an ensemble of possible realizations. The objective analysis algorithm keeps track of an estimate for the average of the ensemble and its second moment with respect to an \( a-priori \) estimate of the state (the background state). New measurements are assimilated by minimizing the least squares uncertainty of the new estimate (the analysis) of \( T \) over the region of interest.

The sampling metric (i.e., the mapping skill) is defined as the integral over space and time of the analysis error covariance distributions. It is a measure of the uncertainty in the new state estimate; hence, it is desirable to optimize the sampling paths by minimizing this metric. Figure 5 shows snapshots of the \( a-posteriori \) (i.e., after data assimilation) covariance distributions at different times during the AOSN-II experiment. Data collected by both the Slocum and Spray gliders were used to establish the temporal and spatial scales [22] which parameterize the error maps [17].

Near-optimal sampling trajectories for synoptic coverage are obtained by limiting the possible vehicle tracks to simple, parameterized paths (e.g., ellipses, rectangles) and optimizing over the parameters. The optimization of the sampling metric for near-optimal trajectories is a much more tractable problem than an exhaustive search for the absolute minima. Moreover, by restricting the choice of network trajectory collectives to a specific geometry, experimental constraints are easier to implement and the data collected along the paths can be more easily interpreted and compared with historical oceanographic sections.

The coordinated motion of the sensor network on near-optimal closed tracks can be parameterized by a relatively small number of parameters – the number of tracks, the number of vehicles on each track, the position, size and shape of each track, as well as the relative position of each pair of vehicles as they move around their tracks.

In [17, 18], feedback control laws are designed that stabilize collective motion of a planar model of autonomous vehicles moving at a constant speed on circles. Ongoing work extends these results to ellipses and other kinds of tracks suitable for specific applications.
All vehicles are considered to be identical and equipped with steering control. One component of the feedback control stabilizes the circular motion of the group of vehicles about its center of mass. This component depends on the relative position of the vehicles. Another component of the feedback control law depends only on the relative phases of the vehicles, which, for circular motion, is equivalent to relative headings of the vehicles. This latter component stabilizes symmetric patterns of the vehicles in the circular formation.

If the feedback control law is a function only of relative positions and headings of vehicles, the system is invariant to rigid rotation and translation in the plane, i.e., the control law does not prevent the collective of vehicles to move around the plane as a rigid body. Such a symmetry with respect to rigid rotation and translation is often useful, especially when the control authority is limited. On the other hand, breaking this symmetry can lead to useful variations on circular formations. For example, by introducing a fixed beacon we can break the symmetry with respect to translation. The symmetry with respect to rotation is broken by introducing a reference angle. Furthermore we can introduce block all-to-all interconnection topologies for the spacing and orientation coupling in order to stabilize collective motion of subgroups of vehicles. This includes the case in which there are multiple circles with a different subgroup of vehicles moving around each circle.

Convergence results regarding stabilization to various possible circular formations as well as to formations of vehicles translating along straight, parallel trajectories are presented in [18]. These results are also used to define behavior primitives for switching between the stable, steady formation motions to enable the group to track piecewise-linear trajectories with fixed waypoints. Figure 6 illustrates a simulation of a network of 12 vehicles stabilizing to circular motion with uniform spacing. Figure 7 shows a simulation of the network tracking a reference trajectory using a behavior sequence constructed out of a set of primitives. In both simulations the vehicles start with random initial conditions.

A control law is described in [17] to stabilize a single vehicle on an elliptical trajectory about a fixed beacon. Vehicles on separate ellipses are coupled using their relative headings in order to synchronize the vehicle phases about each ellipse.

The small number of parameters renders the problem of optimizing the Objective Analysis metric tractable. It is possible to reduce the number of parameters even more using dimensional analysis [17]. Numerical optimization experiments for a single vehicle on an elliptical trajectory and for a pair of vehicles on separate ellipses are described in [17].
5 Conclusions and Future Directions

We have discussed feedback control strategies for sampling the ocean at various spatial and temporal scales using AUVs. The VBAP framework for formation control was implemented on a fleet of underwater gliders during the AOSN-II experiment. We intend to implement a framework for steering the gliders along optimal, coordinated trajectories during the upcoming ASAP experiment in August 2006.

Implementing formation control strategies on groups of AUVs is challenging due to the limited control and communication capabilities. The control framework must be robust with respect to ocean currents, time delays in control implementation and asynchronous communications.

Several avenues of further research can provide useful tools toward further enhancing ocean sampling capabilities. For example, predicting and utilizing Lagrangian Coherent Structures (LCS) \cite{23, 24} may prove useful in improving the range of travel of AUV groups \cite{25, 26}. Dynamic front tracking algorithms \cite{27} may also yield valuable data related to various ecological phenomena in the ocean.
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